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Artificial Intelligence: Re-evaluating the Artificial in the Story

This is an age where nothing seems impossible; controversial but not impossible. We continually play with concepts and conceptual definitions, adjust or modify meanings in order to fit them within our frameworks, our constructions and our understanding; to suit new states of affairs, yet this makes things more complex than they already are. One of the most controversial issues at hand for the last fifty years or so, and perhaps for the years to come is the present and future prospects of artificial intelligence; for it is an area not merely involved with machines, computers, software and hardware, but it also has significant implications concerning human beings. We are, it seems, on the verge of changing definitions and concepts once again. This is, of course, a quick leap. What needs to be done before deciding what should be changed, dropped out or left the same, is a critical evaluation of artificial intelligence, concepts and ideas it consists of, and of the load of debates which came along with it.

 Artificial intelligence, as a project, deals with intelligence, as the name implies. But intelligence is not an independent entity floating around, hence cannot be dealt with as such. It is, we can say, a capacity, or a capability which has connections with many other concepts such as cognition, behavior, consciousness, reasoning, personhood, evolution and life. What is more, it can be dealt with from different perspectives; dualist, evolutionary, materialist, etc. Intelligence, according to the kind of being it is attributed to, results in giving way to social and moral responsibilities, too. Such diversity within the discussion of the same concept certainly ends up in controversial positions. We are caught up in the middle of this controversy where, some defend artificial intelligence and attempt to improve upon the original thesis of artificial intelligence; others strongly reject artificial intelligence with all its prospects. Yet, there are also some who try to find a middle ground to raise artificial intelligence, and to do this, they make certain compromises, like digressing from the original thesis, but at the same time, maintaining the core ideas.

What will be under discussion here is towards modifying the original thesis of artificial intelligence by taking into account the prospects of artificial intelligence most objected to, such as equipping the artificial beings with intelligence, autonomy, consciousness and life. I will try to make room for artificial intelligence and the entities which possess such intelligence by digressing from the original thesis to some degree, and presenting a modified version. This way, I presume, we can have more insight as to what intelligence is and what can be done with it, in the realm of computers and robots. Perhaps, we can also be able to envision our future which will definitely include artificially intelligent beings. 

My main focus will be on the artificiality of the whole project, where the production of artificial intelligence, along with artificial life, will result in artificial individuals (in the sense of individual beings with a life of their own) as members of an artificial species. It is most important to understand what artificiality brings to the project, what should be expected from it and why it should be admitted. For such an endeavor, it is perhaps best to begin with a description of AI and its original thesis, and an examination of some concepts with their implications, then to reconstruct the artificial intelligence thesis which will drop the insistence on the "just like human being" condition and hint at the social picture it depicts which can be considered from the point of habituation and participation within a social context. 

Artificial Intelligence: Prospects and Goals


Alan Turing's aim, when he invented the Turing Machine and devised the Turing test in mid-nineties was to build "a machine that can learn from experience", which has the "possibility... of alter[ing] its own instructions"
. As the initiator of artificial intelligence as a field of study, Turing envisaged a computer program which could deceive the interrogators that it was a human being. The initial and original thesis of artificial intelligence then, following Turing's objective, is stated as: 

Artificial Intelligence is the part of computer science concerned with designing intelligent computer systems, that is, systems that can exhibit the characteristics we associate with intelligence in human behavior- understanding, language, learning, reasoning, solving problems, and so on
. 


Artificial intelligence as a project aims at locating intelligent patterns in mechanistic and materialistic forms other than living organisms, and as the definition makes clear, it tries to associate intelligent human behavior with computer systems. In another sense, the project also attempts to re-interpret the concept of intelligence via locating it within different structures. This original thesis articulates, in a sense, human's deeply-rooted desire to explain everything, especially by producing models. Since mind is one of the most complex concepts in the history of human endeavor to attain knowledge of, artificial intelligence may be said to be after the attainment of the knowledge of the mind by detecting intelligence in computer systems
.  The computer system here is the model of human mind by means of which we are to understand, explain, and duplicate human intelligence and all that comes with it. However, it is an exhausting project for we have not yet been able to give an exact definition of what intelligence is, nor have we come to an agreement as to what it is composed of. As human beings, we do not have complete understanding of our minds hence comes the manifold of theories of mind. It may be an unachievable goal to set for artificial intelligence for the time being to match our intelligence, but its fruits cannot be denied the praise, for it guides us toward a re-examination of what intelligence in general is and also helps us to escape from our anthropocentric prejudices concerning what intelligent is and what it is not.

Intelligence, Cognition and Evolution

In most definitions of intelligence, adaptation to the environment plays an important role, for in order to adapt to the environment, organisms, to use a biological terminology, display behavior which seem to be underlined by intelligent patterns. It is difficult to posit a clear-cut set of criteria as to what behavior is intelligent, but it is fair enough to say that adaptation is one criterion. To quote from R. Sternberg's list of conceptual definitions of intelligence, "'having learned or ability to learn to adjust oneself to the environment' (Colvin, 1921), 'ability to adapt oneself adequately to relatively new situations in life' (Pintner, 1921), and 'the capacity to inhibit an instinctive adjustment' (Thurstone, 1921)"
 can be given, from an evolutionary perspective, as definitions emphasizing the role of adaptation. What is so important about adaptation and what is its connection with artificial intelligence? Adaptation requires abilities to survive in the world, such as cognition, learning, flexibility, creativity, prediction, and relevant behavior, and it is not necessarily attributed only to human beings. Organisms like plants, bacteria, insects which are not normally considered as having intelligence, do have this kind of adaptive intelligence, as well. Cognition, here, as a more general concept and a key term, needs to be emphasized, for as Godfrey-Smith puts, it is a "biological tool kit used to direct behavior"
 which accommodates perception, learning and memory. There are degrees of cognition, from minimal cognitive abilities of plants to the most sophisticated forms of human cognition. Plants and bacteria, for instance, use environmental cues to adjust themselves to new situations, which shows that they process the cues they perceive and produce flexible behavioral patterns which accord with the environment. For instance, we learn that 

many plants can determine not just that they are being shaded but that they are being shaded by other plants. This is done by detecting wavelength properties of reflected light. The plants respond to shading by growing longer shoots.


The kind of evidence from biology, especially evolutionary biology as the above example suggests, extends our conception of intelligence along with cognition by allowing non-human intelligence in species that are not considered as complex organisms. For once, it demonstrates that intelligence, almost always associated with the complex mechanism of brain, can and does exhibit itself within so-called brainless organisms - that is, it can and does exist without a brain. Adaptation, in that sense, provides a tool on the way to redefine intelligence.  Non-humans, as well as humans, have at least minimal cognitive capabilities which result in intelligent behavior, and what is more, intelligence attributed to both non-humans and humans evolve as more cues are registered within the organism. Plants and bacteria usually encode the new environmental cues in order to apply it to regulate their metabolic activities; whereas human beings, as being the sophisticated organisms they are, keep improving their intelligence to develop innovative devices to adapt to the environment. 

Coming from an evolutionary biological perspective, we can begin outlining a milder description of what artificial intelligence is becoming while diverging from the original thesis. Rodney Brooks's approach to artificial intelligence since 1980s accentuates this diversion in the form of Nouvelle AI, adopting a more modest task of building insect-level intelligence systems, which in turn promotes situated and embodied consciousness. In a real-world environment, the robots are to interact with each other and with the environment at the level of insect-intelligence. This is certainly no less exhaustive a goal than approximating human intelligence, yet it seems to be the right path to take on the way to producing artificially intelligent beings which have the capacity to interact with the environment and process the cues, hence evolve their behaviors. Here, what is important is the affinity between evolutionary biology and evolutionary robotics, both of which claim that intelligence in organisms (one natural, the other synthetic) evolve via interaction with environment, which in some sense, robs from intelligence the quality of being a privileged,  highly developed faculty residing only in human beings. For the evolutionary perspective shows that intelligence evolves and improves though interaction from low-level cognitive capacities to high-level cognitive abilities. The difference of robotics' approach, however, rests in the task of transcending biology
 by accommodating intelligence in artificial systems. 

Artificial Organisms, Life and Autonomy

The pressing objections to artificial intelligence usually come as arguments from biology. Since artificial mechanisms lack an organism, i.e. they are not alive, they cannot be like human beings however much we try. They are artifacts, period. However, studies on artificial life (a-life) show that this is not necessarily the case. Synthetic forms of life, that is synthetic organisms are being built which work with genetic algorithms. Cellular automata, CA, which are such synthetic organisms, are described by Toffoli and Margolus as "stylized, synthetic universes" which have "their own kind of matter which whirls around in  space and time of their own."
 Originally proposed by Leduc in early nineties, artificial organisms were meant to explain the origin and development of life
. They were simulations of real organisms, which themselves constituted a form of life and an evolution of their own, however simple. Existence of such synthetic automata, in a way, fends of the argument from biology, for these automata have a life of their own independent of their makers; evolving and growing on their own, with their own algorithms, quite like the biological organisms. That is; patterns of life can be accommodated within what would be considered a non-living entity. In a way, it gives the automata what was lacking on the way to become better-suited for being considered as more than just machines: autonomy. The algorithms with which they evolve is totally dependent on them with no external interference. To resemble their fate to that of biological beings', the only external factor is that only during conception they are interfered with, after that they are free; constrained only by the boundaries of their own organism. 

Synthetic forms of life are significant for artificial intelligence, for they provide autonomy for the artificially intelligent being, which also endows it with what the objectors deny it; genuine behavior
. It is not the case that these machines are programmed to do certain things and cannot push the limits; they have the smallest amount of programming after which they construct themselves on their own. It may be said that human beings are also born with some degree of programming, i.e. a metabolism and a capacity to learn, on which they build a life of their own, and they do it - disregarding discussions of determinism - autonomously and independently. 

Having these synthetic organisms opens up another discussion over a major concept: life. How do we define life, which beings do we attribute it to, and in what way does it compel us to behave towards the living beings? One definition says life is "an organismic state characterized by capacity for metabolism, growth, reaction to stimuli, and reproduction"
. The characteristics of a synthetic organism satisfy this definition, for we learn that they act like a metabolism, grow, react to stimuli and reproduce themselves
. So far, so good. Another definition tells us that life is " the period from birth to death"
. We know that there is a specific time for the conception for synthetic organisms as there is for biological beings and until they cease to exist, they will have a life by definition. To broaden the definition, we can speak of the life of all inanimate entities, as they also do have a life-span between coming into existence and going out of it. However, such an expansion would render the argument fruitless, for there would be nothing which is not alive with such a conception. Rather, we can talk of entities having a life of their own, in that they have autonomy over the life they live; they can orient and determine what to do with their lives. Synthetic organisms display features which do satisfy this condition of having a life, unlike, say, a piece of plastic. Therefore, synthetic organisms have life which is non-biological, whether we want to attribute it to them or not. 

Kevin Warwick quotes Margaret Boden in his discussion of non-biological life, where Boden says that except for metabolism, the characteristics of the nature of life: self-organization, autonomy, responsiveness, reproduction and evolution has already been exhibited to some degree. Yet, Warwick informs us that there are non-biological systems with metabolism, namely the Slugbots, the slug-eating robots roaming wild in fields
. This example is yet another indication that life exists for non-biological, artificial beings, too.

There is a difference between attributing the state of life to biological and non-biological beings however. We do not question whether we have a right to destroy a non-biological being while we formulate rights for, say, animals and many plants concerning their existence and try to protect them where possible
. How about entities with non-biological, artificial life, then? They do respond to the environment by taking cues, and behave accordingly unlike a piece of metal or stone. They have something more than most non-biological beings, then. But a toy car or a watch display signs of behavior, one may say, and that there really is no difference between toys and artificially intelligent entities. They are mere artifacts which can have no life in the sense that biological organisms have. Yet as the discussion above reveals, they have an autonomy over their behavior however limited it may be for now, unlike a toy or a watch, and they do not need guidance for or control over their behavior by some external agent. Moreover, the scope of their behavior is not limited to or dependent on solely what they are programmed to. Cellular automata, for instance, just follow their algorithms and evolve by themselves without external control. Evolutionary robotics is building robots that learn through interaction with the environment. These developments tell us that artificially intelligent beings and artificial organisms cannot be easily judged as mere artifacts with no sentience: they are way too sentient for being treated as such.

The relevance of the discussion of life to intelligence is that, from the evolutionary point of view, intelligent beings manifest behavior which is directed toward adjustment to the environment, to new situations, and problems. As such, the behavior requires flexibility, creativity, learning, etc. which are characteristics of an intelligent being. In a way, intelligence is a way of survival; or it is a capacity, a capability which is employed for protecting life. If something is not alive, then there would be no reason for survival. But artificial organisms display life-like traits, and they have a life which they embark on. Hence the survival methods they have do require intelligence as well. Life, or the preservation of life, in a sense, requires intelligence.

Consciousness and Awareness

We have so far covered intelligence, cognition and life. The more difficult problems for artificial intelligence are consciousness and self-consciousness. Even though it seems agreeable to attribute intelligence, cognition and life to artificially intelligent beings, attributing consciousness appears to be, to fulfill the original thesis of artificial intelligence, a necessary attribute for the opponents of the project. Consciousness is a complex issue which is closely connected to, and indeed often considered identical with awareness. Are the robots, equipped with artificial intelligence, aware of what they do or who they are? Do they think about or reflect on their actions? Because that is what makes human beings the sophisticated beings they are. Human beings reflect upon their actions, they make plans, they interpret their behaviors and the external world. For many, this is an impossibility for robots, as it does not exist in most animals and almost no plants. But how do we know what is going on inside human beings when they reflect? We do not, we infer that something is going on only though their behavior and what we have in the case of robots is also their behavior. Artificially intelligent robots do refer to their memory and select from the internal representations they have in a way that which is exhibited by their behavior. Human beings, too, when they reflect, refer to their memory, their past experiences and the internal representations they have and display accordant behaviors. We do not have direct access to these internal representations but we infer that they are there. We have more knowledge concerning these representations in artificial beings, for they are, after all, artifacts made by human beings. But their referring to their memory and internal representations indicate that somehow they can be said to be aware of the on-goings within themselves, for their behaviors manifest so. It is, after all, a different kind of consciousness, but we do not have a clear-cut conceptualization of what consciousness to begin with, anyway. What we do is to detect some processes which we deem conscious, and try to define consciousness in terms of the similarities between these processes. "Human consciousness is different from cow consciousness, is different from amoeba consciousness"
, so is artificial consciousness. The distinguishing factor for artificial consciousness is perhaps the attempt to resemble its external manifestations, that is behaviors, to those of human beings. However, its most distinguishing feature is its conception as an artificial feature, in that it is a feature of an artifact. Nonetheless, after its inception, as we see with artificial life patterns, it may evolve on its own and manifest an intelligent and autonomous progress of its own.

Artificiality and A Genuine Mode of Behavior

What seems to me to be the most neglected aspect of artificial intelligence is what catches the eye first: artificiality. The name of the whole project immediately makes clear that what we are dealing with is what has been constructed by the hands of human beings, not the human beings per se. Artificial means "lacking in natural or spontaneous quality"; which is synonymous with "factitious, fake, false, feigned, mechanical, pretended, pseudo, simulated, unnatural"; related to "automatic, fabricated, labored, manufactured, unauthentic, unreal, unrealistic"; antonymous with "authentic, real, realistic, true, unpretending, genuine, natural"
. Artificial intelligence has been criticized for its efforts to reproduce genuine intelligence, which is thought to be an impossible task. It is only a simulation, it is said, an imitation of authentic human intelligence and behavior which can never match the original entity qua quality. It can only succeed in being a perfect copy in appearance but can never become genuine. It is a valid claim, but to me, it is a mistaken one. One has to be careful about what is artificial in artificial intelligence and what is not in order to circumvent claims like "They can never be genuine, because they are artifacts" or "They cannot display genuine intelligence". Of course what is artificial, by definition, cannot be genuine. However, what comes out of an artificial being does not necessarily have to be artificial, as well. To match authentic human intelligence, I would say, cloning would be a better method rather than constructing robots and endowing them with artificial intelligence. 

There are two aspects, one can claim, from which artificial intelligence can be viewed: as mere artifacts and as self-evolving artifacts. From the mere-artifact point of view, one will never be assured of the genuineness, the authenticity of the artificial entities, for it will seem as if their behavior has been planned and determined previously by the program though which it operates. From the self-evolving artifacts point of view, however, what is artificial is only the construction stage of such an entity whereas the behaviors represented by it can be considered as genuine, for they do not depend on the programmer anymore than a child needs her mother after a certain age. The fallacy is not distinguishing between being of an artificial origin and displaying genuine intelligence. A puppet, for instance, is an artifact and displays artificial behavior for it depends on the puppeteer to act. It does not have the ability to act autonomously or to refer to its previous shows in order to plan what to do in the next show. A taxidermic animal, on the other hand, is natural (natural as related to real) by its origin but if it is equipped with a mechanical device to move or to make sounds when it is winded, its displayed behavior is artificial, it is fake and inauthentic. The behavior of a hypnotized person may also be considered as inauthentic likewise. The behavior of an artificially intelligent being, however, despite its artificial and manufactured origin, is real, genuine. It can also be considered as natural, for that behavior is what it is capable of exerting independent of external agency. Consider the cellular automata again. They are capable of a genuine evolution on their own, which is not controlled or designed by something else, as in the case of a puppet, but are dependent solely on their own organism. To quote Warwick: 

 
Nowadays many machines are also adaptive and exhibit learning. At any point in time their behavior is then dependent not only on their initial program but also on what they have experienced and what they have learnt from their experiences. For both humans and such machines the way in which they learn is initially set up by their program, although learning rate, type and habits may change due to their experiences.

It is clear that the above-made distinction between the artificiality of the origin and the genuineness of the behavior concerning artificial beings is a vital one and it should be maintained in further discussions concerning the prospects of the project. Artificially intelligent beings, as they are being produced now, are not mere-artifacts but self-evolving artifacts. 

An Artificial Species of Artificial Individuals 


It is a difference in origin that bothers most critiques of artificial intelligence, for the original thesis of the project tries to match human capabilities with almost perfect approximation. However, when we leave the original thesis behind, and modify it as the part of computer science concerned with designing intelligent computer systems, that is, systems that can exhibit the characteristics we associate with intelligence: understanding, language, learning, reasoning, solving problems, and so on, we leave out the 'humane-oriented' attitude and work with what we have in hand: artificially produced beings with an artificial consciousness and a non-biological life and genuine displays of behavior. It is a distinct class of beings that we are talking about which can be considered as an artificial species, different from human beings, as well as from animals, plants and non-sentient entities. As an artificial species, the members will share a common origin, i.e. a manufactured origin. However, as we advance in science and technology, the species of artificially intelligent beings will probably encounter many alterations, just as the natural kinds in the world encounter minor and major changes though time. Species is an abstraction here to define a group of individuals according to their shared properties, and artificially intelligent beings as a groups of individuals will definitely be considered as a species. Not a natural and/or biological one, of course, but an artificial one. 


Attributing individuality to artificially intelligent beings comes as a consequence of the discussions above. They will be autonomous in the sense that they will be able to control their own behavior and make their own decisions; they will have a form of life and a life span, however artificial and non-biological it may be; they will have a consciousness of an artificial sort; and they will display genuine behavior reflecting their own autonomous decisions. As the work and studies on the project also focus on equipping artificial intelligence with language abilities, these beings also will be able to speak; to articulate what they think, what they do and why. Hence, they will have an important tool and a critical affinity with human beings so as to participate in our form of life. Animals, since they do not have a language system which resembles that of human beings, cannot express their desires, motives and decisions as humans do. And since we do not have a common ground to communicate with them, we usually do not consider them as participating in social life as agents. But still, we regard them as individual beings with a form of life of their own, and try to interpret their moods and behaviors. Artificially intelligent beings, on the other hand, will have the capability of translating their own language into a human form, hence communicate with human beings on a commensurable level. They will have individuality plus language which will make them more than just artifacts or animals. Some form of exchange and communication can be anticipated in that sense between the human and artificial social forms of life. A common tool for communication like language, I suppose, is more important than having the same biological origin or the same external appearance, hence its possession may be the crucial factor to include artificial beings into the human social life as individual, in whatever bodily form or shape they are.

A Shift in the Form of Life As We Know It


Considering artificially intelligent beings as individuals definitely has significant consequences. For once, they probably will not be mere tools in the service of their human artificers, but autonomous beings with a life of their own. Not being mere tools implies that they will not always have to abide by the rules we make; they will have a power to choose; and that they will have rights to articulate distaste, disapproval, and discontentment. It is still too early to visualize what kind of alterations, expansions and curtailments will take place in the quite possible future of a society composed of both artificial and natural species but it seems obvious that adjustments will be necessitated as artificially intelligent beings become more and more a part of life as we know it. Presumably, it will no longer be a form of life for human beings, for there will be a convergence between two different forms which will require of itself a shift. Of course, we cannot expect this shift to come instantaneously, without proper provision. It will be gradual, especially on the human side of the coin, for a newly created form of life will have to be integrated within an established one. There will be a habituation process, which, one can claim, has already begun. We are no longer living in an age where electricity, telephones, computers and all the technological devices we use were never heard of. It is properly called the age of information and technology. As we grow more accustomed to our laptops, cell phones and webcams, we become more and more attached to their presence so that we cannot think of life without them, and yet they are only tools for us. But for our children, virtual personalities are as real as their parents are. Artificial beings, as they become more and more common, they will be as regular as a desktop computer is now. But they will be more than just a desktop when the above-mentioned concerns are taken into account; they will not be tools. Most probably, they will actively participate in life in that they may constitute a fraction of the population. And our children will take them as real, for they will be real; as co-existents in life. 


Resistance to such a shift is inevitable. History teaches us that no change, no transformation came along with full confidence and tolerance. But as generations replace generations, change will seem as if it has always been the case. To next generations, perhaps, artificially intelligent beings will seem as if they have existed forever. This kind of adaptation: a process with resistance, tolerance, adjustments, compromises; a process of habituation seems to be what lies ahead in the future of artificial intelligence, too, and making immediate, hasty claims about how artificial intelligence will affect our life is irrelevant: effects will concur with the process. For now, we can only say that a most possible transformation is awaiting us, as a most possible kind of existence - artificial in origin and genuine in action -  is in order.
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